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Administration Guide Overview

Publication Date: 2022-01-11

This book provides guidance on performing administration tasks on the SUSE Manager Server.



Image Building and Management

Image Building Overview

SUSE Manager enables system administrators to build containers and OS Images and push the

result in image stores. The workflow looks like this:

1. Define an image store
2. Define an image profile and associate it with a source (either a git repository or a directory)
3. Build the image

4. Push the image to the image store
SUSE Manager supports two distinct build types: dockerfile, and the Kiwi image system.
The Kiwi build type is used to build system, virtual, and other images. The image store for the
Kiwi build type is pre-defined as a file system directory at /srv/www/os-images on the server.
SUSE Manager serves the image store over HTTPS from //<SERVER-FQDN>/os-images/. The image

store location is unique and is not customizable.

Images are always stored in /srv/www/os-image/<organization id> .
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Requirements

The containers feature is available for Salt clients running SUSE Linux Enterprise Server 12 or
later. Before you begin, ensure your environment meets these requirements:

* A published git repository containing a dockerfile and configuration scripts. The repository
can be public or private, and should be hosted on GitHub, GitLab, or BitBucket.

* A properly configured image store, such as a Docker registry.
For more information on Containers, see:

* https://documentation.suse.com/sles/15-SP2/html/SLES-all/book-sles-docker.html

Create a Build Host

To build images with SUSE Manager, you need to create and configure a build host. Container
build hosts are Salt clients running SUSE Linux Enterprise 12 or later. This section guides you

through the initial configuration for a build host.
From the SUSE Manager WebUI, perform these steps to configure a build host:

1. Select a Salt client to be designated as a build host from the Systems > Overview page.

2. From the System Details page of the selected client assign the containers modules. Go to

Software » Software Channels and enable the containers module (for example, SLE-Module-
Containers15-Pool and SLE-Module-Containers15-Updates). Confirm by clicking ([[Change)

3. From the System Details » Properties page, enable Container Build Host from the Add-on

System Types list and confirm by clicking ([Update Properties])

4. Install all required packages by applying Highstate. From the system details page select
States » Highstate and click Apply Highstate. Alternatively, apply Highstate from the SUSE
Manager Server command line:

salt '$your_client' state.highstate

Create an Activation Key for Containers

The containers built using SUSE Manager use channels associated to the activation key as
repositories when building the image. This section guides you through creating an ad-hoc

activation key for this purpose.

To build a container, you need an activation key that is associated with a
channel other than SUSE Manager Default.
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Container Images

&, Create Activation Key @

Activation Key Details

Systems registered with this activation key will inherit the settings listed below.

Description:
Use this to describe what kind of settings this key will reflect on systems that use it. If
left blank, this field will be filled in ‘None'
Key: 1-
Activation key can contains only numbers [0-9], letters [a-z A-Z],"-,_"and "’
Leave blank for automatic key generation. Note that the prefix is an indication of the
SUSE Manager organization the key is associated with
Usage:
Leave blank for unlimited use.
Base Channel: SUSE Manager Default j

Choose "SUSE Manager Default” to allow systems to register to the default SUSE
Manager provided channel that comresponds to the installed SUSE Linux version.
Instead of the default, you may choose a particular SUSE provided channel or a
custom base channel, but if a system using this key is not compatible with the
selected channel, it will fall back to its SUSE Manager Default channel.

Add-On System Types: [ Container Build Host
[ Virtualization Host

Contact Method: Default H

Universal Default: L=}
Tip: Only one universal default activation key may be set for this organization. By
setting this key as universal default, you will remove universal default status from the
current universal default key if it exists. If this key is set as universal default, then
newly-registered systems to your organization will inherit the properties of this key.

Create Activation Key

1. Select Systems » Activation Keys.

2. Click (ETEEIENED

3. Enter a Description and a Key name. Use the drop-down menu to select the Base Channel to

associate with this key.
4. Confirm with (CTEATETACTIVETGNIKEYD

For more information, see [bp.key.managment].

Create an Image Store

All built images are pushed to an image store. This section contains information about creating

an image store.

= |mage StOI’eS @ Z Refresh | + Create

Items 0-0of O Select All 25 j items per page
There are no entries to show

Page 1of 1

1. Select Images » Stores.

2. Click Create to create a new store.

4 /146 Container Images | SUSE Manager 4.1



# Create Image Store

Store Type®:  Registy -

Label *:
URI *;

[ Use credentials

Username *:
Password *

& Clear fields

3. Define a name for the image store in the Label field.

4. Provide the path to your image registry by filling in the URI field, as a fully qualified domain

name (FQDN) for the container registry host (whether internal or external).
registry.example.com

The Registry URI can also be used to specify an image store on a registry that is already in

use.
registry.example.com:5000/myregistry/myproject

5. Click ([JOf€ate]) to add the new image store.

Create an Image Profile

All container images are built using an image profile, which contains the building instructions.
This section contains information about creating an image profile with the SUSE Manager WebUI.

i= Image Profiles @ 2 Refresh | + Create
Items 0-0of 0 Select All 25 j items per page

There are no entries to show.

Page 10of 1

Procedure: Create an Image Profile

1. To create an image profile select Images > Profiles and click ([[Createl).



# Create Image Profile

Label *:

Image Type®: | Dackerfile -l

Target Image Store®: | Select an image store =l
Path *:

Format: giturl#branch:dockerfile_location
Activation Key: None K
Custom Info Values: | Create additional custom info values -l
& Clear fields
- J

2. Provide a name for the image profile by filling in the Label field.

If your container image tag is in a format such as myproject/myimage,
make sure your image store registry URI contains the /myproject

suffix.

3. Use a dockerfile as the Image Type.
4. Use the drop-down menu to select your registry from the Target Image Store field.

5. In the Path field, type a GitHub, GitLab or BitBucket repository URL. The URL should be be
http, https, or a token authentication URL. Use one of these formats:

GitHub Path Options

* GitHub single user project repository

https://github.com/USER/project.git#branchname:folder

* GitHub organization project repository

https://github.com/ORG/project.git#tbranchname:folder

» GitHub token authentication

If your git repository is private, modify the profile’s URL to include authentication. Use this
URL format to authenticate with a GitHub token:

https://USER:<AUTHENTICATION_TOKEN>@github.com/USER/project.git#master:/contain
er/

GitLab Path Options

» GitLab single user project repository



https://gitlab.example.com/USER/project.git#master:/container/
» GitLab groups project repository
https://gitlab.example.com/GROUP/project.git#master:/container/

» GitLab token authentication

If your git repository is private and not publicly accessible, you need to modify the profile’s
git URL to include authentication. Use this URL format to authenticate with a GitLab token:

https://gitlab-ci-
token:<AUTHENTICATION_TOKEN>@gitlab.example.com/USER/project.git#master:/contai
ner/

If you do not specify a git branch, the master branch is used by
default. If a folder is not specified, the image sources (dockerfile
sources) are expected to be in the root directory of the GitHub or

GitLab checkout.

1. Select an Activation Key. Activation keys ensure that images using a profile are assigned

to the correct channel and packages.

When you associate an activation key with an image profile you

are ensuring any image using the profile uses the correct

software channel and any packages in the channel.

2. Click the ([[CGf€ate]) button.

Example Dockerfile Sources

An Image Profile that can be reused is published at https://github.com/SUSE/manager-build-

profiles
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The ARG parameters ensure that the built image is associated with the
desired repository served by SUSE Manager. The ARG parameters also
allow you to build image versions of SUSE Linux Enterprise Server which
may differ from the version of SUSE Linux Enterprise Server used by the
build host itself.

For example: The ARG repo parameter and the echo command pointing to
the repository file, creates and then injects the correct path into the

repository file for the desired channel version.

The repository is determined by the activation key that you assigned to

your image profile.

FROM registry.example.com/sles12sp2
MAINTAINER Tux Administrator "tux@example.com"

### Begin: These lines Required for use with {productname}

ARG repo
ARG cert

# Add the correct certificate
RUN echo "$cert" > /etc/pki/trust/anchors/RHN-ORG-TRUSTED-SSL-CERT.pem

# Update certificate trust store
RUN update-ca-certificates

# Add the repository path to the image
RUN echo "$repo" > /etc/zypp/repos.d/susemanager:dockerbuild.repo

### End: These lines required for use with {productname}

# Add the package script
ADD add_packages.sh /root/add_packages.sh

# Run the package script
RUN /root/add_packages.sh

# After building remove the repository path from image
RUN rm -f /etc/zypp/repos.d/susemanager:dockerbuild.repo

Using Custom Info Key-value Pairs as Docker Buildargs

You can assign custom info key-value pairs to attach information to the image profiles.

Additionally, these key-value pairs are passed to the Docker build command as buildargs.

For more information about the available custom info keys and creating additional ones, see [

Reference » Systems > ].

Build an Image

There are two ways to build an image. You can select Images » Build from the left navigation bar,



or click the build icon in the Images » Profiles list.

¥ Build Image @
Version: latest Profile Summary
Image Profile *: Select an image profile j @ No profile selected
Build Host *: Select a build host j
Earliest: i} 05.06 [¢] 18C | CEST
Add to: new action chain
N

Procedure: Building an Image
1. Select Images > Build.

2. Add a different tag name if you want a version other than the default latest (only relevant to
containers).

3. Select Build Profile and Build Host.

Notice the Profile Summary to the right of the build fields. When you
have selected a build profile, detailed information about the selected

profile is displayed in this area.

4. To schedule a build click the ([BURIE]) button.

Import an Image

You can import and inspect arbitrary images. Select Images > Image List from the left navigation
bar. Complete the text boxes of the Import dialog. When it has processed, the imported image is
listed on the Image List page.
Procedure: Importing an Image

1. From Images > Image list click ([IJRPORE]) to open the Import Image dialog.

2. In the Import Image dialog complete these fields:

Image store

The registry from where the image is pulled for inspection.

Image name

The name of the image in the registry.

Image version

The version of the image in the registry.



Build host

The build host that pulls and inspects the image.

Activation key

The activation key that provides the path to the software channel that the image is
inspected with.

3. For confirmation, click -

The entry for the image is created in the database, and an Inspect Image action on SUSE Manager
is scheduled.

When it has been processed, you can find the imported image in the Image List. It has a different
icon in the Build column, to indicate that the image is imported. The status icon for the imported

image can also be seen on the Overview tab for the image.

Troubleshooting

These are some known problems when working with images:

« HTTPS certificates to access the registry or the git repositories should be deployed to the
client by a custom state file.

* SSH git access using Docker is currently unsupported.

OS Images

OS Images are built by the Kiwi image system. The output image is customizable and can be PXE,
QCOW?2, LiveCD, or other types of images.

For more information about the Kiwi build system, see the Kiwi documentation.

Requirements

The Kiwi image building feature is available for Salt clients running SUSE Linux Enterprise
Server 12 and SUSE Linux Enterprise Server 11.

Kiwi image configuration files and configuration scripts must be accessible in one of these

locations:

* Git repository
e HTTP hosted tarball

* Local build host directory

For an example of a complete Kiwi repository served by git, see https://github.com/SUSE/
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OS Images

manager-build-profiles/tree/master/OSImage

You need at least 1 GB of RAM available for hosts running OS Images built
with Kiwi. Disk space depends on the actual size of the image. For more
information, see the documentation of the underlying system.

The build host must be a Salt client. Do not install the build host as a
traditional client.

Create a Build Host

To build all kinds of images with SUSE Manager, create and configure a build host. OS Image
build hosts are Salt clients running on SUSE Linux Enterprise Server 15 SP2, SUSE Linux
Enterprise Server 12 (SP3 or later) or SUSE Linux Enterprise Server 11 SP4.

This procedure guides you through the initial configuration for a build host.

The operating system on the build host must match the operating system

on the targeted image.

For example, build SUSE Linux Enterprise Server 15 based images on a
build host running SUSE Linux Enterprise Server 15 SP2 OS version. Build
SUSE Linux Enterprise Server 12 based images on a build host running
SUSE Linux Enterprise Server 12 SP4 or SUSE Linux Enterprise Server 12
SP3 OS version. Build SUSE Linux Enterprise Server 11 based images on a
build host running SUSE Linux Enterprise Server 11 SP4 OS version.

Configure the build host in the SUSE Manager WebUl:

1. Select a client to be designated as a build host from the Systems > Overview page.

2. Navigate to the System Details > Properties tab, enable the Add-on System Type OS Image

Build Host . Confirm with ([UPGAREIPTOPENTIES])

11/ 146 OS Images | SUSE Manager 4.1
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Edit System Details

Software Configuration Provisioning Groups Audit States Formulas Events

System Name:

Base System Type:

Add-On System Types:

Description:

Facility Address:

City:

State/Province:

Country:

Building:

@ Delete System | © Add to SSM

Remote Command Hardware Migrate Notes Custom Info

d186.suse.de
Salt

|_| Container Build Host
|4 OS Image Build Host

0S Image Build Host (for KIWI images)

None :I

3. Navigate to System Details » Software » Software Channels, and enable the required software

channels depending on the build host version.

° SUSE Linux Enterprise Server 11 build hosts require SUSE Manager Client tools (SLE-
Manager-Tools11-Pool and SLE-Manager-Tools11-Updates ).

° SUSE Linux Enterprise Server 12 build hosts require SUSE Manager Client tools (SLE-
Manager-Tools12-Pool and SLE-Manager-Tools12-Updates).

° SUSE Linux Enterprise Server 15 build hosts require SUSE Linux Enterprise Server
modules SLE-Module-DevTools15-SP2-Pool and SLE-Module-DevTools15-SP2-Updates.

Schedule and click —

4. Install Kiwi and all required packages by applying Highstate. From the system details page

select States > Highstate and click ([JAppIY_ Hi@hState]) Alternatively, apply Highstate from
the SUSE Manager Server command line:

salt '$your_client' state.highstate

SUSE Manager Web Server Public Certificate RPM

Build host provisioning copies the SUSE Manager certificate RPM to the build host. This certificate

is used for accessing repositories provided by SUSE Manager.

The certificate is packaged in RPM by the mgr-package-rpm-certificate-osimage package script.

The package script is called automatically during a new SUSE Manager installation.



When you upgrade the spacewalk-certs-tools package, the upgrade scenario calls the package
script using the default values. However if the certificate path was changed or unavailable, call
the package script manually using --ca-cert-full-path <path_to_certificate> after the upgrade

procedure has finished.

Listing 1. Package script call example

/usr/sbin/mgr-package-rpm-certificate-osimage --ca-cert-full-path /root/ssl-build/RHN-
ORG-TRUSTED-SSL-CERT

The RPM package with the certificate is stored in a salt-accessible directory such as:
/usr/share/susemanager/salt/images/rhn-org-trusted-ssl-cert-osimage-1.0-1.noarch.rpm
The RPM package with the certificate is provided in the local build host repository:

/var/lib/Kiwi/repo

Specify the RPM package with the SUSE Manager SSL certificate in the
build source, and make sure your Kiwi configuration contains rhn-org-

trusted-ssl-cert-osimage as a required package in the bootstrap section.

Listing 2. config.xml

<packages type="bootstrap">

<package name="rhn-org-trusted-ssl-cert-osimage" bootinclude=
"true"/>
</packages>

Create an Activation Key for OS Images

Create an activation key associated with the channel that your OS Images can use as repositories

when building the image.

Activation keys are mandatory for OS Image building.

To build OS Images, you need an activation key that is associated with a
channel other than SUSE Manager Default.



OS Images

&, Create Activation Key @

Activation Key Details

Systems registered with this activation key will inherit the settings listed below.

Description:
Use this to describe what kind of settings this key will reflect on systems that use it. If
left blank, this field will be filled in ‘None'
Key: 1-
Activation key can contains only numbers [0-9], letters [a-z A-Z],"-,_"and "’
Leave blank for automatic key generation. Note that the prefix is an indication of the
SUSE Manager organization the key is associated with
Usage:
Leave blank for unlimited use.
Base Channel: SUSE Manager Default j

Choose "SUSE Manager Default” to allow systems to register to the default SUSE
Manager provided channel that comresponds to the installed SUSE Linux version.
Instead of the default, you may choose a particular SUSE provided channel or a
custom base channel, but if a system using this key is not compatible with the
selected channel, it will fall back to its SUSE Manager Default channel.

Add-On System Types: [ Container Build Host
[ Virtualization Host

Contact Method: Default H

Universal Default: L=}
Tip: Only one universal default activation key may be set for this organization. By
setting this key as universal default, you will remove universal default status from the
current universal default key if it exists. If this key is set as universal default, then
newly-registered systems to your organization will inherit the properties of this key.

Create Activation Key

1. In the WebUI, select Systems > Activation Keys.
2. Click Create Key .

3. Enter a Description, a Key name, and use the drop-down box to select a Base Channel to

associate with the key.
4. Confirm with (CTEAIETACTIVETTONIKEYID

For more information, see [bp.key.managment].

Create an Image Store

OS Images can require a significant amount of storage space. Therefore, we recommended that
the OS Image store is located on a partition of its own or on a Btrfs subvolume, separate from
the root partition. By default, the image store is located at /srv/www/os-images .

Image stores for Kiwi build type, used to build system, virtual, and other

images, are not supported yet.

Images are always stored in /srv/www/os-images/<organization id> and are
accessible via HTTP/HTTPS https://<susemanager_host>/ os-images/

<organization id>.

14 / 146 OS Images | SUSE Manager 4.1
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Create an Image Profile

Manage image profiles using the WebUI.

EE |mage PI’OfilE‘S @ Z Refresh | + Create

Items 0-0of O Select All 25 j items per page
There are no entries to show

Page 1of 1

Procedure: Create an Image Profile

1. To create an image profile select from Images > Profiles and click ([CReate]).

g
# Create Image Profile
Label *:
Image Type *: Kiwi j
Target Image Store *: SUSE Manager OS Image Store j
hitps:ifslepos-virt-17.suse.cz/os-images/ L
Config URL *:
Git URL pointing to the directory containing the Kiwi config files.
Example: https:/mygit.com#<branchname::path/to/Kiwi/config
Activation Key *: None j
Custom Info Values: Create additional custom info values j
[+ creae | & Cleartioiss

2. In the Label field, provide a name for the Image Profile.

3. Use Kiwi as the Image Type.

4, Image store is automatically selected.

5. Enter a Config URL to the directory containing the Kiwi configuration files:
a. git URI
b. HTTPS tarball
c. Path to build host local directory

6. Select an Activation Key. Activation keys ensure that images using a profile are assigned to

the correct channel and packages.

Associate an activation key with an image profile to ensure the image
profile uses the correct software channel, and any packages.

7. Confirm with the _ button.

Source format options
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 git/HTTP(S) URL to the repository

URL to the git repository containing the sources of the image to be built. Depending on the
layout of the repository the URL can be:

https://github.com/SUSE/manager-build-profiles

You can specify a branch after the # character in the URL. In this example, we use the

master branch:

https://github.com/SUSE/manager-build-profiles#tmaster

You can specify a directory that contains the image sources after the : character. In this

example, we use OSImage/POS_Image-Je0S6 :

https://github.com/SUSE/manager-build-profiles##master:0SImage/POS_Image-JeO0S6

e HTTP(S) URL to the tarball

URL to the tar archive, compressed or uncompressed, hosted on the webserver.

https://myimagesourceserver.example.org/MyKiwilmage.tar.gz

Path to the directory on the build host

Enter the path to the directory with the Kiwi build system sources. This directory must be

present on the selected build host.

/var/lib/Kiwi/MyKiwilmage

Example of Kiwi Sources

Kiwi sources consist at least of config.xml. Usually, config.sh and images.sh are present as well.
Sources can also contain files to be installed in the final image under the root subdirectory.

For information about the Kiwi build system, see the Kiwi documentation.

SUSE provides examples of fully functional image sources at the SUSE/manager-build-profiles

public GitHub repository.


https://doc.opensuse.org/projects/kiwi/doc/
https://github.com/SUSE/manager-build-profiles

OS Images

Listing 3. Example of JeOS config.xml

<?xml version="1.0" encoding="utf-8"?>

<image schemaversion="6.1" name="POS_Image_Je0S6">

<description type="system">
<author>Admin User</author>
<contact>noemail@example.com</contact>
<specification>SUSE Linux Enterprise 12 SP3 JeOS</specification>

</description>

<preferences>
<version>6.0.0</version>
<packagemanager>zypper</packagemanager>
<bootsplash-theme>SLE</bootsplash-theme>
<bootloader-theme>SLE</bootloader-theme>

<locale>en_US</locale>
<keytable>us.map.gz</keytable>
<timezone>Europe/Berlin</timezone>
<hweclock>utc</hwclock>

<rpm-excludedocs>true</rpm-excludedocs>
<type boot="saltboot/suse-SLES12" bootloader="grub2" checkprebuilt="true"
compressed="false" filesystem="ext3" fsmountoptions="acl" fsnocheck="true" image="pxe"
kernelcmdline="quiet"></type>
</preferences>
<I--  CUSTOM REPOSITORY
<repository type="rpm-dir">
<source path="this://repo"/>
</repository>
-->
<packages type="image">
<package name="patterns-sles-Minimal"/>
<package name="aaa_base-extras"/> <!-- wouldn't be SUSE without that ;-) -->
<package name="kernel-default"/>
<package name="salt-minion"/>

</packages>
<packages type="bootstrap">

<package name="sles-release"/>

<!-- this certificate package is required to access {productname} repositories
and is provided by {productname} automatically -->

<package name="rhn-org-trusted-ssl-cert-osimage" bootinclude="true"/>

</packages>

<packages type="delete">
<package name="mtools"/>
<package name="initviocons"/>

</packages>
</image>

Build an Image

There are two ways to build an image using the WebUI. Either select Images » Build, or click the

build icon in the Images » Profiles list.
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% Build Image @

Version: latest Profile Summary
Image Profile *: Select an image profile j @ No profile selected
Build Host *: Select a build host j
Earliest: i} 05.06. o] 18:¢ | CEST

Add to: new action chain

Procedure: Building an Image
1. Select Images » Build.

2. Add a different tag name if you want a version other than the default latest (applies only to
containers).

3. Select the Image Profile and a Build Host.

A Profile Summary is displayed to the right of the build fields. When
you have selected a build profile, detailed information about the
selected profile is shown here.

4. To schedule a build, click the - button.

The build server cannot run any form of automounter during the image
building process. If applicable, ensure that you do not have your Gnome
session running as root. If an automounter is running, the image build
finishes successfully, but the checksum of the image is different and

causes a failure.

After the image is successfully built, the inspection phase begins. During the inspection phase
SUSE Manager collects information about the image:

 List of packages installed in the image

e Checksum of the image

* Image type and other image details

If the built image type is PXE, a Salt pillar is also generated. Image pillars
are stored in the /srv/susemanager/pillar_data/images/ directory and the
Salt subsystem can access details about the generated image. Details
include where the pillar is located and provided, image checksums,

information needed for network boot, and more.

The generated pillar is available to all connected clients.



Troubleshooting

Building an image requires several dependent steps. When the build fails, investigating Salt states
results can help identify the source of the failure. You can carry out these checks when the build

fails:

The build host can access the build sources

* There is enough disk space for the image on both the build host and the SUSE Manager

server
* The activation key has the correct channels associated with it
* The build sources used are valid

* The RPM package with the SUSE Manager public certificate is up to date and available at
/usr/share/susemanager/salt/images/rhn-org-trusted-ssl-cert-osimage-1.0-1.noarch.rpm.  For

more on how to refresh a public certificate RPM, see Create a Build Host.

Limitations

The section contains some known issues when working with images.

* HTTPS certificates used to access the HTTP sources or git repositories should be deployed to

the client by a custom state file, or configured manually.

* Importing Kiwi-based images is not supported.

List Image Profiles Available for Building

To list images available for building select Images » Image List. A list of all images is displayed.

EE |mages @ & Import | & Refresh

Items 0-0of 0 Select All 25 j items per page
There are no entries to show

Page 1of 1

Displayed data about images includes an image Name, its Version and the build Status. You can
also see the image update status with a listing of possible patch and package updates that are
available for the image.

Clicking the ([[BEE@RES]) button on an image provides a detailed view. The detailed view includes
an exact list of relevant patches and a list of all packages installed within the image.



List Image Profiles Available for Building

The patch and the package list is only available if the inspect state after a
build was successful.
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Channel Management

Channels are a method of grouping software packages.

In SUSE Manager, channels are grouped into base and child channels, with base channels
grouped by operating system type, version, and architecture, and child channels being compatible
with their related base channel. When a client has been assigned to a base channel, it is only
possible for that system to install the related child channels. Organizing channels in this way
ensures that only compatible packages are installed on each system.

Software channels use repositories to provide packages. The channels mirror the repositories in
SUSE Manager, and the package names and other data are stored in the SUSE Manager database.
You can have any number of repositories associated with a channel. The software from those
repositories can then be installed on clients by subscribing the client to the appropriate channel.

Clients can only be assigned to one base channel. The client can then install or update packages

from the repositories associated with that base channel and any of its child channels.

SUSE Manager provides a number of vendor channels, which provide you everything you need to
run SUSE Manager. SUSE Manager Administrators and Channel Administrators have channel
management authority, which gives them the ability to create and manage their own custom
channels. If you want to use your own packages in your environment, you can create custom
channels. Custom channels can be used as a base channel, or you can associate them with a

vendor base channel.

For more on creating custom channels, see [ Administration » Custom-channels > ].

Channel Administration

By default, any user can subscribe channels to a system. You can implement restrictions on the
channel using the WebUI.

Procedure: Restricting Subscriber Access to a Channel

1. In the SUSE Manager WebUI, navigate to Software > Channel List, and select the channel to
edit.

2. Locate the Per-User Subscription Restrictions section and check Only selected users within
your organization may subscribe to this channel . Click (Bp@ate]) to save the changes.

3. Navigate to the Subscribers tab and select or deselect users as required.

Custom Channels

Custom channels give you the ability to create your own software packages and repositories,
which you can use to update your clients. They also allow you to use software provided by third

party vendors in your environment.



You must have administrator privileges to be able to create and manage custom channels.

Before you create a custom channel, determine which base channel you want to associate it

with, and which repositories you want to use for content.

This section gives more detail on how to create, administer, and delete custom channels.

Creating Custom Channels and Repositories

If you have custom software packages that you need to install on your SUSE Manager systems,
you can create a custom child channel to manage them. You need to create the channel in the
SUSE Manager WebUI and create a repository for the packages, before assigning the channel to

your systems.

You can select a vendor channel as the base channel if you want to use packages provided by a

vendor. Alternatively, select none to make your custom channel a base channel.

Custom channels sometimes require additional security settings. Many third party vendors secure
packages with GPG. If you want to use GPG-protected packages in your custom channel, you
need to trust the GPG key which has been used to sign the metadata. You can then check the

Has Signed Metadata? check box to match the package metadata against the trusted GPG keys.

For more information on importing GPG keys, see [ Reference » Systems > ].

Do not create child channels containing packages that are not compatible

with the client system.

Procedure: Creating a Custom Channel

1. In the SUSE Manager WebUl, navigate to Software > Manage > Channels, and click ([[Ci€ate)
2. On the Create Software Channel page, give your channel a name (for example, My Tools SLES

15 SP1 x86_64 ) and a label (for example, my-tools-sles15sp1-x86_64 ). Labels must not contain

spaces or uppercase letters.

3. In the Parent Channel drop down, choose the relevant base channel (for example, SLE-
Product-SLES15-SP1-Pool for x86_64 ). Ensure that you choose the compatible parent channel
for your packages.

4. In the Architecture drop down, choose the appropriate hardware architecture (for example,
x86_64).

5. Provide any additional information in the contact details, channel access control, and GPG
fields, as required for your environment.

6. Click (TEAENCTANTEND



By default, the Enable GPG Check field is checked when you create a new
channel. If you would like to add custom packages and applications to
your channel, make sure you uncheck this field to be able to install
unsigned packages. Disabling the GPG check is a security risk if packages
are from an untrusted source.

Procedure: Creating a Software Repository

1. In the SUSE Manager WebUI, navigate to Software > Manage > Repositories, and click ([[Cieate)
2. On the Create Repository page, give your repository a label (for example, my-tools-sles15sp1-
Xx86_64-repo ).

3. In the Repository URL field, provide the path to the directory that contains the repodata file
(for example, file:/// opt/ mytools/). You can use any valid addressing protocol in this field.

4. Uncheck the Has Signed Metadata? check box.

5. OPTIONAL: Complete the SSL fields if your repository requires client certificate
authentication.

6. Click (CTeate FeposTToryT)

Procedure: Assigning the Repository to a Channel

1. Assign your new repository to your custom channel by navigating to Software > Manage >
Channels, clicking the name of your newly created custom channel, and navigating to the

Repositories tab.

2. Ensure the repository you want to assign to the channel is checked, and click ([Update)
3. Navigate to the Sync tab and click ([[SYAEINOW]) to synchronize immediately. You can also set

an automated synchronization schedule on this tab.

There are several ways to check if a channel has finished synchronizing:
* In the SUSE Manager WebUI, navigate to Admin » Setup Wizard and select the Products tab.
This dialog displays a completion bar for each product when they are being synchronized.

* In the SUSE Manager WebUI, navigate to Software > Manage > Channels, then click the
channel associated to the repository. Navigate to the menu:[Repositories > Sync] tab. The
Sync Status is shown next to the repository name..

» Check the synchronization log file at the command prompt:

tail -f /var/log/rhn/reposync/<channel-label>.log

Each child channel generates its own log during the synchronization progress. You need to


file:///opt/mytools/
file:///opt/mytools/
file:///opt/mytools/
file:///opt/mytools/
file:///opt/mytools/

Custom Channels

check all the base and child channel log files to be sure that the synchronization is

complete.

Procedure: Adding Custom Channels to an Activation Key

1.

In the SUSE Manager WebUI, navigate to Systems » Activation Keys, and select the key you
want to add the custom channel to.

. On the Details tab, in the Child Channels listing, select the channel to associate. You can

select multiple channels, if you need to.

 click (Update ActTvarion Reyl)

Add Packages and Patches to Custom Channels

When you create a new custom channel without cloning it from an existing channel, it does not

contain any packages or patches. You can add the packages and patches you require using the
SUSE Manager WebUI.

Custom channels can only include packages or patches that are cloned or custom, and they must

match the base architecture of the channel. Patches added to custom channels must apply to a

package that exists in the channel.

Procedure: Adding Packages to Custom Channels

1.

In the SUSE Manager WebUI, navigate to Software > Manage > Channels, and go to the
Packages tab.

. OPTIONAL: See all packages currently in the channel by navigating to the List/Remove tab.

. Add new packages to the channel by navigating to the Add tab.

. Select the parent channel to provide packages, and click ([VleWIPackages]) to populate the

list.

. Check the packages to add to the custom channel, and click ([AddlPackages])

. When you are satisfied with the selection, click ([(COREILEMAAAIEION]) to add the packages to

the channel.

. OPTIONAL: You can compare the packages in the current channel with those in a different

channel by navigating to Software » Manage » Channels, and going to the Packages » Compare

tab. To make the two channels the same, click the ([NEFGEIDIfTerences]) button, and

resolve any conflicts.

Procedure: Adding Patches to a Custom Channel

1.

2.

In the SUSE Manager WebUI, navigate to Software > Manage > Channels, and go to the
Patches tab.

OPTIONAL: See all patches currently in the channel by navigating to the List/Remove tab.
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3. Add new patches to the channel by navigating to the Add tab, and selecting what kind of
patches you want to add.

4. Select the parent channel to provide patches, and click (V€W ASSOciated Patches]) to

populate the list.
5. Check the patches to add to the custom channel, and click ([CORERERT):

6. When you are satisfied with the selection, click ([@OREIEM) to add the patches to the
channel.

Manage Custom Channels

SUSE Manager administrators and channel administrators can alter or delete any channel.

To grant other users rights to alter or delete a channel, navigate to Software > Manage > Channels
and select the channel you want to edit. Navigate to the Managers tab, and check the user to
grant permissions. Click ([JUpdate]) to save the changes.

If you delete a channel that has been assigned to a set of clients, it
triggers an immediate update of the channel state for any clients
associated with the deleted channel. This is to ensure that the changes

are reflected accurately in the repository file.

You cannot delete SUSE Manager channels with the WebUI. Only custom channels can be
deleted.

Procedure: Deleting Custom Channels

1. In the SUSE Manager WebUI, navigate to Software > Manage > Channels, and select the
channel you want to delete.

2. click ([DETeTe Sof tvare chammelT)

3. On the Delete Channel page, check the details of the channel you are deleting, and check the
Unsubscribe Systems checkbox to remove the custom channel from any systems that might
still be subscribed.

4. Click (EEETEICTEN)

When channels are deleted, the packages that are part of the deleted channel are not
automatically removed. You are not able to update packages that have had their channel deleted.

You can delete packages that are not associated with a channel in the SUSE Manager WebUI.

Navigate to Software > Manage > Packages, check the packages to remove, and click ([[DElEt€)
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Patch Management

This chapter contains various topics related to patch management.

Retracted Patches

When a new patch gets released by the vendor, it might happen that the patch has undesirable
side effects (security, stability) in some scenario that was not identified by testing. When this
happens (very rarely), vendors typically release a new patch, which may take hours or days,

depending on the internal processes in place by that vendor.

SUSE has introduced a new mechanism (2021) called "retracted patches" to revoke such patches
almost immediately by setting their advisory status to "retracted" (instead of "final" or "stable").

Definitions: A patch is "retracted", when its advisory status attribute is set to "retracted". A
package is "retracted", when it belongs to a "retracted" patch.

A retracted patch or package cannot be installed on systems with SUSE Manager. The only way
to install a retracted package, is to do it manually with zypper install and specifying the exact

package version. For example:
zypper install vim-8.0.1568-5.14.1

Retracted status of patches and packages is depicted with the ® icon in the WebUIl of SUSE
Manager. For example, see: * list of packages in a channel * list of patches in a channel

When a patch or package, that has been installed on a system, gets retracted, the ® icon is also
displayed in the installed packages list of that system. SUSE Manager does not provide a way to

downgrade such a patch or package.

Channel Clones

When using cloned channels, you must pay attention to the propagation of the retracted advisory

status from the original channels to the clones.
Upon cloning vendor channels into your organization, channel patches will be cloned as well.

When the vendor retracts a patch in a channel and SUSE Manager synchronizes this channel (for
example, with the nightly job), the "retracted" attribute will not get propagated to the cloned
patches and will not be observed by the clients subscribed to cloned channels. To propagate the

attribute to your cloned channels use the following ways:

* Patch Sync (Software > Manage > cloned channel » Patches > Sync). This function allows you
to align the attributes of patches in your cloned channel to their originals.



« Content Lifecycle Management. For more information about cloned channels in the context

of Content Lifecycle Management, see [ Client-configuration > Channels > ].

Patch sharing

When you create multiple vendor channel clones in your organization, the patches are not cloned

multiple times, but are shared between cloned channels. As a consequence, when you

synchronize your cloned patch (either using the patch sync function or with Content Lifecycle

Management mentioned above), all channels using the cloned patch will observe that change.

Example

1.

2.

Consider two Content Lifecycle Management projects prj1 and prj2

Both of these projects have 2 environments dev and test

. Both of these projects have a vendor channel set as a source channel

. All channels in this scenario (four cloned channels in total) are aligned to the latest state of

the vendor channels

. Vendor retracts a patch in the source channel and the nighly job synchronizes it to your

SUSE Manager

. None of the four channels see this change because they are using a patch clone, not the

patch directly.

. As soon as you synchronize your patch (either you build any of these two projects, or you

use the Patch Sync function on any of the four cloned channels), due to the patch sharing,

ALL of the cloned channels will see the patch as retracted.



Subscription Matching

Your SUSE products require subscriptions, which are managed by the SUSE Customer Center
(SCC). SUSE Manager runs a nightly report checking the subscription status of all your registered
clients against your SCC account. The report gives you information about which clients consume
which subscriptions, how many subscriptions you have remaining and available to use, and which

clients do not have a current subscription.
Navigate to Audit > Subscription Matching to see the report.
The Subscriptions Report tab gives information about current and expiring subscriptions.

The Unmatched Products Report tab gives a list of clients that do not have a current subscription.
This includes clients that could not be matched, or that are not currently registered with SUSE

Manager. The report includes product names and the number of systems that remain unmatched.

The Pins tab allows you to associate individual clients to the relevant subscription. This is
especially useful if the subscription manager is not automatically associating clients to
subscriptions successfully.

The Messages tab shows any errors that occurred during the matching process.

You can also download the reports in .csv format, or access them from that command prompt in
the /var/lib/spacewalk/subscription-matcher/ directory.

By default, the subscription matcher runs daily, at midnight. To change this, navigate to Admin >

Task Schedules and click gatherer-matcher-default. Change the schedule as required, and click

Because the report can only match current clients with current subscriptions, you might find that
the matches change over time. The same client does not always match the same subscription.
This can be due to new clients being registered or unregistered, or because of the addition or
expiration of subscriptions.

The subscription matcher automatically attempts to reduce the number of unmatched products,
limited by the terms and conditions of the subscriptions in your account. However, if you have
incomplete hardware information, unknown virtual machine host assignments, or clients running
in unknown public clouds, the matcher might show that you do not have enough subscriptions
available. Always ensure you have complete data about your clients included in SUSE Manager, to

help ensure accuracy.

The subscription matcher does not always match clients and
subscriptions accurately. It is not intended to be a replacement for
auditing.



Pin Clients to Subscriptions

If the subscription matcher is not automatically matching a particular client with the correct
subscription, you can manually pin them. When you have created a pin, the subscription matcher

favors matching a specific subscription with a given system or group of systems.

However, the matcher does not always respect a pin. It depends on the subscription being
available, and whether or not the subscription can be applied to the client. Additionally, pins are
ignored if they result in a match that violates the terms and conditions of the subscription, or if

the matcher detects a more accurate match if the pin is ignored.
To add a new pin, click ([JAG@RaIPIA]). and select the client to pin.

We do not recommend using pinning regularly, or for a large number of
clients. The subscription matcher tool is generally accurate enough for

most installations.



Live Patching with SUSE Manager

Performing a kernel update usually requires a system reboot. Common vulnerability and exposure
(CVE) patches should be applied as soon as possible, but if you cannot afford the downtime, you

can use Live Patching to inject these important updates and skip the need to reboot.

The procedure for setting up Live Patching is slightly different for SLES 12 and SLES 15. Both
procedures are documented in this section.

Set up Channels for Live Patching

A reboot is required every time you update the full kernel package. Therefore, it is important that
clients using Live Patching do not have newer kernels available in the channels they are assigned

to. Clients using live patching have updates for the running kernel in the live patching channels.
There are two ways to manage channels for live patching:

Use content lifecycle management to clone the product tree and remove kernel versions newer
than the running one. This procedure is explained in the Content Livecycle Management

Examples. This is the recommended solution.

Alternatively, use the spacewalk-manage-channel-lifecycle tool. This procedure is more manual
and requires command line tools as well as the WebUI. This procedure is explained in this section
for SLES 15 SP1, but it also works for SLE 12 SP4 or later.

Use spacewalk-manage-channel-lifecycle for Live Patching

Cloned vendor channels should be prefixed by dev for development, testing, or prod for
production. In this procedure, you create a dev cloned channel and then promote the channel to
testing .

Procedure: Cloning Live Patching Channels

1. At the command prompt on the client, as root, obtain the current package channel tree:

# spacewalk-manage-channel-lifecycle --list-channels
Spacewalk Username: admin

Spacewalk Password:

Channel tree:

1. sles15-{sp-vert}-pool-x86_64
\__ sle-live-patching15-pool-x86_64-{sp-vert}
\__ sle-live-patching15-updates-x86_64-{sp-vert}
\__ sle-manager-tools15-pool-x86_64-{sp-vert}
\__ sle-manager-tools15-updates-x86_64-{sp-vert}
\__ sles15-{sp-vert}-updates-x86_64


content-lifecycle-examples.pdf#enhance-project-with-livepatching
content-lifecycle-examples.pdf#enhance-project-with-livepatching

2. Use the spacewalk-manage-channel command with the init argument to automatically create

a new development clone of the original vendor channel:
spacewalk-manage-channel-lifecycle --init -c sles15-{sp-vert}-pool-x86_64

3. Check that dev-sles15-{sp-vert}-updates-x86_64 is available in your channel list.

Check the dev cloned channel you created, and remove any kernel updates that require a reboot.

Procedure: Removing Non-Live Kernel Patches from Cloned Channels

1. Check the current kernel version by selecting the client from Systems > System List, and
taking note of the version displayed in the Kernel field.

2. In the SUSE Manager WebUIl, select the client from Systems > Overview, navigate to the

Software > Manage > Channels tab, and select dev-sles15-sp{sp-vert}-updates-x86_64.
Navigate to the Patches tab, and click ([ERST/REROVE Patches])

3. In the search bar, type kernel and identify the kernel version that matches the kernel
currently used by your client.

4. Remove all kernel versions that are newer than the currently installed kernel.

Your channel is now set up for live patching, and can be promoted to testing. In this procedure,
you also add the live patching child channels to your client, ready to be applied.

Procedure: Promoting Live Patching Channels

1. At the command prompt on the client, as root, promote and clone the dev-sles15-{sp-vert}-
pool-x86_64 channel to a new testing channel:

# spacewalk-manage-channel-lifecycle --promote -c dev-sles15-{sp-vert}-pool-x86_64

2. In the SUSE Manager WebUI, select the client from Systems » Overview, and navigate to the

Software » Software Channels tab.

3. Check the new test-sles15-sp{sp-vert}-pool-x86_64 custom channel to change the base
channel, and check both corresponding live patching child channels.

4. Click - confirm that the details are correct, and click _ to save the changes.

You can now select and view available CVE patches, and apply these important kernel updates
with Live Patching.

Live Patching on SLES 15

On SLES 15 systems and newer, live patching is managed by the klp livepatch tool.



Before you begin, ensure:

* SUSE Manager is fully updated.
* You have one or more Salt clients running SLES 15 (SP1 or later).
* Your SLES 15 Salt clients are registered with SUSE Manager.

* You have access to the SLES 15 channels appropriate for your architecture, including the live
patching child channel (or channels).

* The clients are fully synchronized.

» Assign the clients to the cloned channels prepared for live patching. For more information on

preparation, see [ Administration > Live-patching-channel-setup > ].

Procedure: Setting up for Live Patching

1. Select the client you want to manage with Live Patching from Systems > Overview, and

navigate to the Software » Packages > Install tab. Search for the kernel-livepatch package,

and install it.
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[ Package Name J2 Architecture
[:j kernel-livepatch-4_12_14-195-default-4-10.1 x86_64
[¥ kemelivepatch-4_12_14-197_10-defauli-1-3.3.1 X86_64
[0 kemelivepatch-4_12_14-197_d-default-3-2.1 X86_64
[0 kemelivepatch-4_12_14-197_7-default-2-2.1 X86_64
D kernel-livepatch-tools-1.1-9.5 x86_64
[:j kemel-livepatch-tools-devel-1.1-9.5 x86_64
N J

2. Apply the highstate to enable Live Patching, and reboot the client.
3. Repeat for each client that you want to manage with Live Patching.
4. To check that live patching has been enabled correctly, select the client from Systems >
System List, and ensure that Live Patch appears in the Kernel field.
Procedure: Applying Live Patches to a Kernel

1. In the SUSE Manager WebUI, select the client from Systems > Overview. A banner at the top



of the screen shows the number of critical and non-critical packages available for the client:

System Status

0 software Updates Available Critical: 1 Non-Critical: 2 Packages: 3

2. Click ([CfiEeal]) to see a list of the available critical patches.

3. Select any patch with a synopsis reading Important: Security update for the Linux kernel
Security bugs also include their CVE number, where applicable.

4. OPTIONAL: If you know the CVE number of a patch you want to apply, you can search for it
in Audit » CVE Audit, and apply the patch to any clients that require it.

Not all kernel patches are Live Patches. Non-Live kernel patches are
represented by a Reboot Required icon located next to the Security shield

icon. These patches always require a reboot.

Not all security issues can be fixed by applying a live patch. Some security
issues can only be fixed by applying a full kernel update and requires a
reboot. The assigned CVE numbers for these issues are not included in
live patches. A CVE audit displays this requirement.

Live Patching on SLES 12

On SLES 12 systems, live patching is managed by kGraft. For in depth information covering kGraft
use, see https://documentation.suse.com/sles/12-SP4/html/SLES-all/cha-kgraft.html.

Before you begin, ensure:

SUSE Manager is fully updated.

* You have one or more Salt clients running SLES 12 (SP1 or later).

Your SLES 12 Salt clients are registered with SUSE Manager.

* You have access to the SLES 12 channels appropriate for your architecture, including the live
patching child channel (or channels).

* The clients are fully synchronized.

* Assign the clients to the cloned channels prepared for live patching. For more information on

preparation, see [ Administration » Live-patching-channel-setup > ].

Procedure: Setting up for Live Patching

1. Select the client you want to manage with Live Patching from Systems > Overview, and on
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the system details page navigate to the
kgraft package, and install it.

Software > Packages

> Install tab. Search for the

& doctesting-minsles12sp2_DEV.tf.local @

Details ©  Groups  Audit  States  Events
Patches P Software Channels  SP Migration

List/Remove  Upgrade Non Compliant

¥ Installable Packages

The following packages may be installed on this system.

Select All | 1-250f 78 (1 selected) | </ <[> >

“The list of 78 item(s) below i filtered.
Clear flter to see all 3,402 items.

kgraft ® Alphabtical index

O kgraftpatch-3

@ Delete System | @ Remove from SSM

Install Selected Packages

25 v items per page
Architecture

x86_64

x86_64

noarch

x86_64

x86_64

2. Apply the highstate to enable Live Patching, and reboot the client.

3. Repeat for each client that you want to manage with Live Patching.

4. To check that live patching has been enabled correctly, select the client from Systems >
System List, and ensure that Live Patching appears in the Kernel field.

Procedure: Applying Live Patches to a Kernel

1. In the SUSE Manager WebUI, select the client from Systems > Overview. A banner at the top

of the screen shows the number of critical and non-critical packages available for the client:

System Status

0 software Updates Available Critical: 1 Non-Critical: 2 Packages: 3

2. Click ([[CAIEREal]) to see a list of the available critical patches.

3. Select any patch with a synopsis reading

Security bugs also include their CVE number, where applicable.

Important: Security update for the Linux kernel

4. OPTIONAL: If you know the CVE number of a patch you want to apply, you can search for it

in Audit > CVE Audit, and apply the patch to any clients that require it.

Not all kernel patches are Live Patches. Non-Live kernel patches are

represented by a Reboot Required icon located next to the Security shield

icon. These patches always require a reboot.

Not all security issues can be fixed by applying a live patch. Some security

issues can only be fixed by applying a full kernel update and require a

reboot. The assigned CVE numbers for these issues are not included in

live patches. A CVE audit displays this requirement.



Monitoring with Prometheus and Grafana

You can monitor your SUSE Manager environment using Prometheus and Grafana. SUSE Manager
Server and Proxy are able to provide self-health metrics. You can also install and manage a

number of Prometheus exporters on Salt clients.
Prometheus and Grafana packages are included in the SUSE Manager Client Tools for:

* SUSE Linux Enterprise 12

* SUSE Linux Enterprise 15

* Red Hat Enterprise Linux 6
* Red Hat Enterprise Linux 7
* Red Hat Enterprise Linux 8
* openSUSE 15.x

You need to install Prometheus and Grafana on a machine separate from the SUSE Manager

Server. We recommend you use a managed Salt client as your monitoring server.

Prometheus fetches metrics using a pull mechanism, so the server must be able to establish TCP
connections to monitored clients. Clients must have corresponding open ports and be reachable

over the network. Alternatively, you can use reverse proxies to establish a connection.

You must have a monitoring add-on subscription for each client you want
to monitor. Visit the SUSE Customer Center to manage your SUSE

Manager subscriptions.

Prometheus and Grafana

Prometheus

Prometheus is an open-source monitoring tool that is used to record real-time metrics in a time-

series database. Metrics are pulled via HTTP, enabling high performance and scalability.

Prometheus metrics are time series data, or timestamped values belonging to the same group or

dimension. A metric is uniquely identified by its name and set of labels.

metric name labels timestamp  value
000000000000000000 DO00000000000000000000000  000000000000000 Ooooo
http_requests_total{status="200", method="GET"} @1557331801.111 42236

Each application or system being monitored must expose metrics in the format above, either

through code instrumentation or Prometheus exporters.



Prometheus Exporters

Exporters are libraries that help with exporting metrics from third-party systems as Prometheus
metrics. Exporters are useful whenever it is not feasible to instrument a given application or
system with Prometheus metrics directly. Multiple exporters can run on a monitored host to

export local metrics.

The Prometheus community provides a list of official exporters, and more can be found as
community contributions. For more information and an extensive list of exporters, see

https://prometheus.io/docs/instrumenting/exporters/.

Grafana

Grafana is a tool for data visualization, monitoring, and analysis. It is used to create dashboards
with panels representing specific metrics over a set period of time. Grafana is commonly used
together with Prometheus, but also supports other data sources such as ElasticSearch, MySQL,

PostgreSQL, and Influx DB. For more information about Grafana, see https://grafana.com/docs/.

Set up the Monitoring Server

To set up your monitoring server, you need to install Prometheus and Grafana, and configure
them.

Install Prometheus

If your monitoring server is a SUSE Manager Salt client, you can install the Prometheus package
using the SUSE Manager WebUI. Otherwise you can download and install the package on your
monitoring server manually. The Prometheus software is also available for SUSE Manager Proxy
and SUSE Manager for Retail Branch Server.

Procedure: Installing Prometheus Using the WebUI

1. In the SUSE Manager WebUI, open the details page of the system where Prometheus is to be
installed, and navigate to the Formulas tab.

2. Check the Prometheus checkbox to enable monitoring formulas, and click -
3. Navigate to the Prometheus tab in the top menu.

4. In the SUSE Manager Server section, enter valid SUSE Manager API credentials. Make sure that
the credentials you have entered allow access to the set of systems you want to monitor.

5. Customize any other configuration options according to your needs.
6. Click ([SEVENFONTIRD
7. Apply the highstate and confirm that it completes successfully.

8. Check that the Prometheus interface loads correctly. In your browser, navigate to the URL of
the server where Prometheus is installed, on port 9090 (for example,
http://example.com:9090 ).
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For more information about the monitoring formulas, see [ Salt » Formula-monitoring > 1.

Procedure: Manually Installing and Configuring Prometheus

1. On the monitoring server, install the golang-github-prometheus-prometheus package:
zypper in golang-github-prometheus-prometheus

2. Enable the Prometheus service:
systemctl enable --now prometheus

3. Check that the Prometheus interface loads correctly. In your browser, navigate to the URL of
the server where Prometheus is installed, on port 9090 (for example,
http://example.com:9090 ).

4. Open the configuration file at /etc/prometheus/prometheus.yml and add this configuration
information. Replace server.url with your SUSE Manager server URL and adjust username and

password fields to match your SUSE Manager credentials.

# {productname} self-health metrics
scrape_configs:
- job_name: 'mgr-server’
static_configs:
- targets:
- 'server.url:9100" # Node exporter
- 'server.url:9187' # PostgreSQL exporter
- 'server.url:5556' # JMX exporter (Tomcat)
- 'server.url:5557' # JMX exporter (Taskomatic)
- 'server.url:9800' # Taskomatic
- targets:
- 'server.url:80' # Message queue
labels:
__metrics_path__: /rhn/metrics
# Managed systems metrics:
- job_name: 'mgr-clients'
uyuni_sd_configs:
- host: "http://server.url"

username: "admin"”
password: "admin"

5. Save the configuration file.

6. Restart the Prometheus service:

systemctl restart prometheus

For more information about the Prometheus configuration options, see the official Prometheus


http://example.com:9090

documentation at https://prometheus.io/docs/prometheus/latest/configuration/configuration/

Install Grafana

If your monitoring server is a SUSE Manager Salt client, you can install the Grafana package using
the SUSE Manager WebUI. Otherwise you can download and install the package on your

monitoring server manually.

Procedure: Installing Grafana Using the WebUI

1. In the SUSE Manager WebUIl, open the details page of the system where Grafana is to be

installed, and navigate to the Formulas tab.
2. Check the Grafana checkbox to enable monitoring formulas, and click -
3. Navigate to the Grafana tab in the top menu.

4. In the Enable and configure Grafana section, enter the admin credentials you want to use to
log in Grafana.

5. On the Datasources section, make sure that the Prometheus URL field points to the system

where Prometheus is running.

6. Customize any other configuration options according to your needs.

7. Clck (SAEIEONMED

8. Apply the highstate and confirm that it completes successfully.

9. Check that the Grafana interface is loading correctly. In your browser, navigate to the URL of
the server where Grafana is installed, on port 3000 (for example, http://example.com:3000).

SUSE Manager provides pre-built dashboards for server self-health, basic
client monitoring, and more. You can choose which dashboards to

provision in the formula configuration page.

For more information about the monitoring formulas, see [ Salt » Formula-monitoring > 1.

Procedure: Manually Installing Grafana

1. Install the grafana package:
zypper in grafana
2. Enable the Grafana service:
systemctl enable --now grafana-server

3. Check that the Grafana interface is loading correctly. In your browser, navigate to the URL of
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the server where Grafana is installed, on port 3000 (for example, http://example.com:3000).

For more information on how to manually install and configure Grafana, see https://grafana.com/

docs.

For more information about the monitoring formulas with forms, see [ Salt » Formula-monitoring

> 1.

Configure SUSE Manager Monitoring

With SUSE Manager 4 and higher, you can enable the server to expose Prometheus self-health

metrics, and also install and configure exporters on client systems.

Server Self Monitoring

The Server self-health metrics cover hardware, operating system and SUSE Manager internals.
These metrics are made available by instrumentation of the Java application, combined with

Prometheus exporters.
These exporter packages are shipped with SUSE Manager Server:
* Node exporter: golang-github-prometheus-node_exporter. See https://github.com/

prometheus/node_exporter.

* PostgreSQL exporter: golang-github-wrouesnel-postgres_exporter. See https://github.com/

wrouesnel/postgres_exporter.
* JMX exporter: prometheus-jmx_exporter. See https://github.com/prometheus/jmx_exporter.
* Apache exporter: golang-github-lusitaniae-apache_exporter. See https://github.com/

Lusitaniae/apache_exporter.

These exporter packages are shipped with SUSE Manager Proxy:
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- Node exporter: golang-github-prometheus-node_exporter.  See https://github.com/

prometheus/node_exporter.

* Squid exporter: golang-github-boynux-squid_exporter. See https://github.com/boynux/squid-

exporter.

The exporter packages are pre-installed in SUSE Manager Server and Proxy, but their respective

systemd daemons are disabled by default.

Procedure: Enabling Self Monitoring

1.

In the SUSE Manager WebUI, navigate to Admin > Manager Configuration > Monitoring.

- Click (bl e services])

. Restart Tomcat and Taskomatic.

Navigate to the URL of your Prometheus server, on port 9090 (for example,

http://example.com:9090 )

In the Prometheus Ul, navigate to menu:[Status > Targets] and confirm that all the endpoints

on the mgr-server group are up.

If you have also installed Grafana with the WebUI, the server insights are visible on the SUSE

Manager Server dashboard.

SUSE Manager sorver monitoring.

(RN RN

Only server self-health monitoring can be enabled using the WebUI.
Metrics for a proxy are not automatically collected by Prometheus. To
enable self-health monitoring on a proxy, you need to manually install

exporters and enable them.

Monitoring Managed Systems

Prometheus metrics exporters can be installed and configured on Salt clients using formulas. The

packages are available from the SUSE Manager client tools channels, and can be enabled and
configured directly in the SUSE Manager WebUI.
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These exporters can be installed on managed systems:

 Node exporter: golang-github-prometheus-node_exporter.  See https://github.com/

prometheus/node_exporter.

* PostgreSQL exporter: golang-github-wrouesnel-postgres_exporter. See https://github.com/

wrouesnel/postgres_exporter.

* Apache exporter: golang-github-lusitaniae-apache_exporter. See https://github.com/

Lusitaniae/apache_exporter.

When you have the exporters installed and configured, you can start using Prometheus to collect
metrics from monitored systems. If you have configured your monitoring server with the WebUI,
metrics collection happens automatically.

Procedure: Configuring Prometheus Exporters on a Client

1. In the SUSE Manager WebUI, open the details page of the client to be monitored, and
navigate to the menu:Formulas tab.

2. Check the Enabled checkbox on the Prometheus Exporters formula.

3. Click ([Savel).

4. Navigate to the Formulas > Prometheus Exporters tab.

5. Select the exporters you want to enable and customize arguments according to your needs.
The Address field accepts either a port number preceded by a colon (:9100), or a fully
resolvable address (example:9100).

6. Click (SEEIFOMIED

7. Apply the highstate.

B Q [@uemsancna 2] drn &susETe o

& suma-refhead-minssh-sles1 2sp3.mgr.suse.de @

Detsis  Software  Configuraion  Provisioning  Groups  States Events

On this page you can configure Salt Fomuias to automaticaly install and configure software. @

Prometheus Exporters

Monitoring formulas can also be configured for System Groups, by

applying the same configuration used for individual systems inside the

corresponding group.
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For more information about the monitoring formulas, see [ Salt » Formula-monitoring > ].

Network Boundaries

Prometheus fetches metrics using a pull mechanism, so the server must be able to establish TCP
connections to monitored clients. By default, Prometheus uses these ports:

* Node exporter: 9100

» PostgreSQL exporter: 9187

* Apache exporter: 9117

Additionally, if you are running the alert manager on a different host than where you run

Prometheus, you also need to open port 9093.

For clients installed on cloud instances, you can add the required ports to a security group that

has access to the monitoring server.

Alternatively, you can deploy a Prometheus instance in the exporters' local network, and
configure federation. This allows the main monitoring server to scrape the time series from the
local Prometheus instance. If you use this method, you only need to open the Prometheus API
port, which is 9090.

For more information on Prometheus federation, see https://prometheus.io/docs/prometheus/

latest/federation/.

You can also proxy requests through the network boundary. Tools like PushProx deploy a proxy
and a client on both sides of the network barrier and allow Prometheus to work across network

topologies such as NAT.

For more information on PushProx, see https://github.com/RobustPerception/PushProx.

Reverse Proxy Setup

Prometheus fetches metrics using a pull mechanism, so the server must be able to establish TCP
connections to each exporter on the monitored clients. To simplify your firewall configuration,
you can use reverse proxy for your exporters to expose all metrics on a single port.

Procedure: Installing Prometheus Exporters with Reverse Proxy

1. In the SUSE Manager WebUI, open the details page of the system to be monitored, and

navigate to the Formulas tab.
2. Check the Prometheus Exporters checkbox to enable the exporters formula, and click ([[Savel).
3. Navigate to the Prometheus Exporters tab in the top menu.

4. Check the Enable reverse proxy option, and enter a valid reverse proxy port number. For


https://prometheus.io/docs/prometheus/latest/federation/
https://prometheus.io/docs/prometheus/latest/federation/
https://prometheus.io/docs/prometheus/latest/federation/
https://prometheus.io/docs/prometheus/latest/federation/
https://prometheus.io/docs/prometheus/latest/federation/
https://prometheus.io/docs/prometheus/latest/federation/
https://prometheus.io/docs/prometheus/latest/federation/
https://prometheus.io/docs/prometheus/latest/federation/
https://prometheus.io/docs/prometheus/latest/federation/
https://github.com/RobustPerception/PushProx
https://github.com/RobustPerception/PushProx
https://github.com/RobustPerception/PushProx
https://github.com/RobustPerception/PushProx
https://github.com/RobustPerception/PushProx

Network Boundaries

example, 9999.

5. Customize the other exporters according to your needs.

6. Click (SETEIFORTIED

7. Apply the highstate and confirm that it completes successfully.

For more information about the monitoring formulas, see [ Salt » Formula-monitoring > 1.
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Organizations

Organizations are used to manage user access and permissions within SUSE Manager.

For most environments, a single organization is enough. However, more complicated
environments might need several organizations. You might like to have an organization for each

physical location within your business, or for different business functions.

When you have created your organizations, you can create and assign users to your organizations.
You can then assign permissions on an organization level, which applies by default to every user

assigned to the organization.

You can also configure authentication methods for your new organization, including PAM and
single sign-on. For more information about authentication, see [ Administration » Auth-methods »

1.

You must be logged in as a SUSE Manager administrator to create and

manage organizations.

Procedure: Creating a New Organization

1 In the SUSE Manager WebUl, navigate to Admin > Organizations, and click ([[Ci€ate)
2. In the Create Organization dialog, complete these fields:

° In the Organization Name field, type a name for your new organization. The name should

be between 3 and 128 characters long.

° In the Desired Login field, type the login name you want to use for the organization’s
administrator. This must be a new administrator account, you are not be able to use an
existing administrator account to sign in to the new organization, including the one you

are currently signed in with.

° In the Desired Password field, type a password for the new organization’s administrator.
Confirm the password by typing it again in the Confirm Password field. Password
strength is indicated by the colored bar beneath the password fields.

° In the Email field, type an email address for the new organization’s administrator.

° In the First Name field, select a salutation, and type a given name for the new

organization’s administrator.

° In the Last Name field, type a surname for the new organization’s administrator.

2 Click (CTEATETCrgaNT Z8KTonD)



Manage Organizations

In the SUSE Manager WebUI, navigate to Admin > Organizations to see a list of available

organizations. Click the name of an organization to manage it.

From the Admin > Organizations section, you can access tabs to manage users, trusts,
configuration, and states for your organization.

Organizations can only be managed by their administrators. To manage an
organization, ensure you are signed in as the correct administrator for the
organization you want to change.

Organization Users

Navigate to the Users tab to view the list of all users associated with the organization, and their

role. Clicking a username takes you to the Users menu to add, change, or delete users.

Trusted Organizations

Navigate to the Trusts tab to add or remove trusted organizations. Establishing trust between
organizations allow them to share content between them, and gives you the ability to migrate
clients from one organization to another.

Configure Organizations

Navigate to the Configuration tab to manage the configuration of your organization. This includes

the use of staged contents, setting up crash reporting, and the use of SCAP files.
For more information about content staging, see [ Administration > Content-staging > ].

For more information about OpenSCAP, see [ Reference » Audit > ].

Manage States

Navigate to the States tab to manage Salt states for all clients in your organization. States allow
you to define global security policies, or add a common admin user to all clients.

For more information about Salt States, see [ Salt » Salt-states > ].

Manage Configuration Channels

You can select which configuration channels should be applied across your organization.
Configuration channels can be created in the SUSE Manager WebUI by navigating to Configuration

» Channels. Apply configuration channels to your organization using the SUSE Manager WebUI.



Manage States

Procedure: Applying Configuration Channels to an Organization
1. In the SUSE Manager WebUI, navigate to Home > My Organization > Configuration Channels.

2. Use the search feature to locate a channel by name.

3. Check the channel to be applied and click ([SaVelChanges]) This saves to the database, but
does not apply the changes to the channel.

4. Apply the changes by clicking ([[APPIMI) This schedules the task to apply the changes to all

clients within the organization.
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Content Staging

Staging is used by clients to download packages in advance, before they are installed. This allows
package installation to begin as soon as it is scheduled, which can reduce the amount of time

required for a maintenance window.

Enable Content Staging

You can manage content staging across your entire organization. In the SUSE Manager WebUI,
navigate to Admin > Organizations to see a list of available organizations. Click the name of an
organization, and check the Enable Staging Contents box to allow clients in this organization to

stage package data.

You must be logged in as a SUSE Manager administrator to create and

manage organizations.

You can also enable staging at the command prompt by editing /etc/sysconfig/rhn/up2date, and

adding or editing these lines:

stagingContent=1
stagingContentWindow=24

The stagingContentWindow parameter is a time value expressed in hours and determines when
downloading starts. It is the number of hours before the scheduled installation or update time. In
this example, content is downloaded 24 hours before the installation time. The start time for
download depends on the selected contact method for a system. The assigned contact method

sets the time for when the next mgr_check is executed.

Next time an action is scheduled, packages are automatically downloaded, but not installed. At

the scheduled time, the staged packages are installed.

Configure Content Staging

There are two parameters used to configure content staging:

+ salt_content_staging_advance is the advance time for the content staging window to open, in
hours. This is the number of hours before installation starts, that package downloads can

begin.

+ salt_content_staging_window is the duration of the content staging window, in hours. This is
the amount of time clients have to stage packages before installation begins.

For example, if salt_content_staging_advance is set to six hours, and salt_content_staging_window
is set to two hours, the staging window opens six hours before the installation time, and remain

open for two hours. No packages are downloaded in the four remaining hours until installation



starts.

If you set the same value for both salt_content_staging_advance and salt_content_staging_window
packages are able to be downloaded until installation begins.

Configure the content staging parameters in /usr/share/rhn/config-defaults/rhn_java.conf.

Default values:

» salt_content_staging_advance: 8 hours

» salt_content_staging_window: 8 hours

0 Content staging must be enabled for these parameters to work correctly.



Disconnected Setup

When it is not possible to connect SUSE Manager to the internet, you can use it within a

disconnected environment.

The repository mirroring tool (RMT) is available on SUSE Linux Enterprise 15 and later. RMT
replaces the subscription management tool (SMT), which can be used on older SUSE Linux

Enterprise installations.

In a disconnected SUSE Manager setup, RMT or SMT uses an external network to connect to
SUSE Customer Center. All software channels and repositories are synchronized to a removable
storage device. The storage device can then be used to update the disconnected SUSE Manager

installation.

This setup allows your SUSE Manager installation to remain in an offline, disconnected

environment.

Your RMT or SMT instance must be used to managed a SUSE Manager
Server directly. It cannot be used to manage a second RMT or SMT

instance, in a cascade.

For more information on RMT, see https://documentation.suse.com/sles/15-SP2/html/SLES-all/
book-rmt.html.

Synchronize RMT

You can use RMT on SUSE Linux Enterprise 15 installations to manage clients running SUSE Linux
Enterprise 12 or later.

We recommend you set up a dedicated RMT instance for each SUSE Manager installation.

Procedure: Setting up RMT

1. On the RMT instance, install the RMT package:
zypper in rmt-server

2. Configure RMT using YaST:
yast2 rmt

3. Follow the prompts to complete installation.

For more information on setting up RMT, see https://documentation.suse.com/sles/15-SP2/html/
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SLES-all/book-rmt.html.

Procedure: Synchronizing RMT with SCC

1. On the RMT instance, list all available products and repositories for your organization:

rmt-cli products list --all
rmt-cli repos list --all

2. Synchronize all available updates for your organization:
rmt-cli sync

You can also configure RMT to synchronize regularly using systemd.

3. Enable the products you require. For example, to enable SLES 15:
rmt-cli product enable sles/15/x86_64

4. Export the synchronized data to your removable storage. In this example, the storage

medium is mounted at /mnt/usb:
rmt-cli export data /mnt/usb
5. Export the enabled repositories to your removable storage:

rmt-cli export settings /mnt/usb
rmt-cli export repos /mnt/usb

Ensure that the external storage is mounted to a directory that is
writeable by the RMT user. You can change RMT user settings in the cli

section of /etc/rmt.conf.

Synchronize SMT

SMT is included with SUSE Linux Enterprise 12, and can be used to manage clients running SUSE
Linux Enterprise 10 or later.

SMT requires you to create a local mirror directory on the SMT instance to synchronize
repositories and packages.

For more details on installing and configuring SMT, see https://documentation.suse.com/sles/12-
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Procedure: Synchronizing SMT with SCC

1. On the SMT instance, create a database replacement file:
smt-sync --createdbreplacementfile /tmp/dbrepl.xml

2. Export the synchronized data to your removable storage. In this example, the storage

medium is mounted at /mnt/usb:

smt-sync --todir /mnt/usb
smt-mirror --dbreplfile /tmp/dbrepl.xml --directory /mnt/usb \
--fromlocalsmt -L /var/log/smt/smt-mirror-export.log

Ensure that the external storage is mounted to a directory that is
writeable by the RMT user. You can change SMT user settings in

/etc/smt.conf.

Synchronize a Disconnected Server

When you have removable media loaded with your SUSE Customer Center data, you can use it to

synchronize your disconnected server.

Procedure: Synchronizing a Disconnected Server

1. Mount your removable media device to the SUSE Manager server. In this example, the mount
point is /media/disk.
2. Open /etc/rhn/rhn.conf and define the mount point by adding or editing this line:
server.susemanager.fromdir = /media/disk
3. Restart the Tomcat service:
systemctl restart tomcat
4. Refresh the local data:

mgr-sync refresh

5. Perform a synchronization:
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Synchronize a Disconnected Server

mgr-sync list channels
mgr-sync add channel channel-label

The removable disk that you use for synchronization must always be
available at the same mount point. Do not trigger a synchronization, if the
storage medium is not mounted. This results in data corruption.
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Content Lifecycle Management

Content lifecycle management allows you to customize and test packages before updating
production clients. This is especially useful if you need to apply updates during a limited

maintenance window.

Content lifecycle management allows you to select software channels as sources, adjust them as
required for your environment, and thoroughly test them before installing onto your production

clients.

While you cannot directly modify vendor channels, you can clone them and then modify the
clones by adding or removing packages and custom patches. You can assign these cloned
channels to test clients to ensure they work as expected. Then, when all tests pass, you can

promote them to production servers.

This is achieved through a series of environments that your software channels can move through
on their lifecycle. Most environment lifecycles include at least test and production environments,

but you can have as many environments as you require.

This section covers the basic content lifecycle procedures, and the filters available. For more

specific examples, see [ Administration > Content-lifecycle-examples > ].

Create a Content Lifecycle Project

To set up a content lifecycle, you need to begin with a project. The project defines the software

channel sources, the filters used to find packages, and the build environments.

Procedure: Creating a Content Lifecycle Project

1. In the SUSE Manager WebUl, navigate to Content Lifecycle > Projects, and click ([[Cieate)
2. In the Label field, enter a label for your project. The Label field only accepts lowercase

letters, numbers, periods, hyphens, and underscores.
3. In the Name field, enter a descriptive name for your project.

4. Click the ([lGR€aEe]) button to create your project and return to the project page.

5. Click ([ALtach/ Detach Sources])

6. In the Sources dialog, select the source type, and select a base channel for your project. The
available child channels for the selected base channel are displayed, including information

on whether the channel is mandatory or recommended.

7. Check the child channels you require, and click ([[SaV€]) to return to the project page. The
software channels you selected should now be showing.

5. Click ((ALLacH Detach FiTTers])



9. In the Filters dialog, select the filters you want to attach to the project. To create a new

fitter, click (CTEATENEIFTET)
10. Click (TSGR

1. In the Environment Lifecycle dialog, give the first environment a name, a label, and a
description, and click - The Label field only accepts lowercase letters, numbers,

periods, hyphens, and underscores.

12. Continue creating environments until you have all the environments for your lifecycle
completed. You can select the order of the environments in the lifecycle by selecting an

environment in the Insert before field when you create it.

Filter Types

SUSE Manager allows you to create various types of filters to control the content used for
building the project. Filters allow you to select which packages are included or excluded from the
build. For example, you could exclude all kernel packages, or include only specific releases of

some packages.
The supported filters are:

» package filtering

° by name

° by name, epoch, version, release, and architecture
* patch filtering

° by advisory name

° by advisory type

° by synopsis

° by keyword

° by date

° by affected package
* module

° by stream
e Package dependencies are not resolved during content filtering.

There are multiple matchers you can use with the filter. Which ones are available depends on the

filter type you choose.

The available matchers are:



» contains

* matches (must take the form of a regular expression)
* equals

* greater

« greater or equal

» lower or equal

» lower

* later or equal

Filter rule Parameter

Each filter has a rule parameter that can be set to either Allow or Deny. The filters are processed
like this:

» If a package or patch satisfies a Deny filter, it is excluded from the result.

« If a package or patch satisfies an Allow filter, it is included in the result (even if it was

excluded by a Deny filter).

This behavior is useful when you want to exclude large number of packages or patches using a
general Deny filter and "cherry-pick" specific packages or patches with specific Allow filters.

Content filters are global in your organization and can be shared between

projects.

If your project already contains built sources, when you add an
environment it is automatically populated with the existing content.
Content is drawn from the previous environment of the cycle if it had one.
If there is no previous environment, it is left empty until the project

sources are built again.

Build a Content Lifecycle Project

When you have created your project, defined environments, and attached sources and filters, you

can build the project for the first time.

Building applies filters to the attached sources and clones them to the first environment in the

project.

You can use the same vendor channels as sources for multiple content projects. In this case,
SUSE Manager does not create new patch clones for each cloned channel. Instead, a single patch
clone is shared between all of your cloned channels. This can cause problems if a vendor



modifies a patch; for example, if the patch is retracted, or the packages within the patch are
changed. When you build one of the content projects, all the channels that share the cloned
patch are synchronized with the original by default, even if the channels are in other
environments of your content project, or other content project channels in your organization. You
can change this behavior by turning off automatic patch synchronization in your organization

settings. To manually synchronize the patch later for all channels sharing the patch, navigate to

Software > Manage » Channels, click the channel you want to synchronize and navigate to the
Sync subtab. Even manual patch synchronization affects all organization channels sharing the

patch.

Procedure: Building a Content Lifecycle Project

1. In the SUSE Manager WebUI, navigate to Content Lifecycle » Projects, and select the project
you want to build.

2. Review the attached sources and filters, and click ([JBULRGL).
3. Provide a version message to describe the changes or updates in this build.
4. You can monitor build progress in the Environment Lifecycle section.

After the build is finished, the environment version is increased by one and the built sources,

such as software channels, can be assigned to your clients.

Promote Environments

When the project has been built, the built sources can be sequentially promoted to the

environments.

Procedure: Promoting Environments

1. In the SUSE Manager WebUI, navigate to Content Lifecycle » Projects, and select the project

you want to work with.

2. In the Environment Lifecycle section, locate the environment to promote to its successor, and
click (ETOHOUED

3. You can monitor build progress in the Environment Lifecycle section.

Assign Clients to Environments

When you build and promote content lifecycle projects, SUSE Manager creates a tree of software

channels. To add clients to the environment, assign the base and child software channels to your

client using Software » Software Channels in the System Details page for the client.



Content Lifecycle Management Examples

Newly added cloned channels are not assigned to clients automatically. If
you add or promote sources you need to manually check and update your

0 channel assignments.

Automatic assignment is intended to be added to SUSE Manager in a

future version.

Content Lifecycle Management Examples

This section contains some common examples of how you can use content lifecycle

management. Use these examples to build your own personalized implementation.

Creating a Project for a Monthly Patch Cycle

An example project for a monthly patch cycle consists of:

* Creating a By Date filter

Adding the filter to the project
* Applying the filter to a new project build
« Excluding a patch from the project

* Including a patch in the project

Creating a By pate filter

The By Date filter excludes all patches released after a specified date. This filter is useful for your
content lifecycle projects that follow a monthly patch cycle.

Procedure: Creating the By pate Filter

1. In the SUSE Manager WebUl, navigate to Content Lifecycle > Filters and click ([[Cf€ate)
2. In the Filter Name field, type a name for your filter. For example, Exclude patches by date.
3. In the Filter Type field, select Patch (Issue date).

4, In the Matcher field, later or equal is autoselected.

5. Select the date and time.

6. Click ([Savel).

Adding the Filter to the Project

Procedure: Adding a Filter to a Project
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1. In the SUSE Manager WebUI, navigate to Content Lifecycle » Projects and select a project
from the list.

2. Click _ link to see all available filters

3. Select the new Exclude patches by date filter.

4. Click ([(Savel)

Applying the Filter to a new Project Build

The new filter is added to your filter list, but it still needs to be applied to the project. To apply
the filter you need to build the first environment.

Procedure: Using the Filter

Click ([BURIE]) to build the first environment. . OPTIONAL: Add a message. You can use messages
to help track the build history. . Check that the filter has worked correctly by using the new
channels on a test server. . Click ([PEORDEE]) to move the content to the next environment. The

build takes longer if you have a large number of filters, or they are very complex.

Excluding a Patch from the Project

Tests may help you discover issues. When an issue is found, exclude the problem patch released
before the by date filter.

Procedure: Excluding a Patch
1. In the SUSE Manager WebUl, navigate to Content Lifecycle > Filters and click ([[Cieate)
(FiTter])
2. In the Filter Name field, enter a name for the filter. For example, Exclude openjdk patch.
3. In the Filter Type field, select Patch (Advisory Name).
4. In the Matcher field, select equals.
5. In the Advisory Name field, type a name for the advisory. For example, SUSE-15-2019-1807 .

6. Click ([Savel).

7. Navigate to Content Lifecycle » Projects and select your project.

8. Click ([AfTach/Detach FIIEers]) link, select Exclude openjdk patch, and click ([[Savel).

When you rebuild the project with the ([BUIIE]) button, the new filter is used together with the
by date filter we added before.

Including a Patch in the Project

In this example, you have received a security alert. An important security patch was released
several days after the first of the month you are currently working on. The name of the new
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patch is SUSE-15-2019-2071. You need to include this new patch into your environment.

The Allow filters rule overrides the exclude function of the Deny filter rule.

For more information, see [ Administration » Content-lifecycle » ].

Procedure: Including a Patch in a Project
1. In the SUSE Manager WebUl, navigate to Content Lifecycle > Filters and click ([[Cieate)
(FiTter])
2. In the Filter Name field, type a name for the filter. For example, Include kernel security fix .
3. In the Filter Type field, select Patch (Advisory Name).
4. In the Matcher field, select equals.
5. In the Advisory Name field, type SUSE-15-2019-2071, and check Allow.
6. Click ([[SaVe]) to store the filter.
7. Navigate to Content Lifecycle » Projects and select your project from the list.
8. Click ([Attach/Detach Filters]) and select Include kernel security patch.
9. Click ([SavelD)

10. Click ([[BUIE]) to rebuild the environment.

Update an Existing Monthly Patch Cycle

When a monthly patch cycle is complete, you can update the patch cycle for the next month.

Procedure: Updating a Monthly Patch Cycle

1. In the by date field, change the date of the filter to the next month. Alternatively, create a
new filter and change the assignment to the project.

2. Check if the exclude filter for SUSE-15-2019-1807 can be detached from the project. There

may be a new patch available to fix this issue.
3. Detach the allow filter you added previously. The patch is included by default.

4. Rebuild the project to create a new environment with patches for the next month.

Enhance a Project with Live Patching

This section covers setting up filters to create environments for live patching.
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When you are preparing to use live patching, there are some important
considerations

* Only ever use one kernel version on your systems. The live patching
packages are installed with a specific kernel.

» Live patching updates are shipped as one patch.

* Each kernel patch that begins a new series of live patching kernels
displays the required reboot flag. These kernel patches come with live
patching tools. When you have installed them, you need to reboot the

system at least once before the next year.
* Only install live patch updates that match the installed kernel version.

» Live patches are provided as stand-alone patches. You must exclude
all regular kernel patches with higher kernel version than the

currently installed one.

Exclude Packages with a Higher Kernel Version

In this example you update your systems with the SUSE-15-2019-1244 patch. This patch contains
kernel-default-4.12.14-150.17.1-x86_64 .

You need to exclude all patches which contain a higher version of kernel-default.

Procedure: Excluding Packages with a Higher Kernel Version

1.

10.

1.

12.

In the SUSE Manager WebUl, navigate to Content Lifecycle > Filters, and click ([Cfeate)
In the Filter Name field, type a name for your filter. For example, Exclude kernel greater than
4.12.14-150.17.1.

. In the Filter Type field, select Patch (Contains Package).

In the Matcher field, select version greater than.
In the Package Name field, type kernel-default.
Leave the the Epoch field empty.
In the Version field, type 4.12.14.

In the Release field, type 150.17.1.

Click - to store the filter.

Navigate to Content Lifecycle > Projects and select your project.

cliok (CALTaCH Dot ach FITTers])

Select Exclude kernel greater than 4.12.14-150.17.1, and click -



When you click [(BUlIE]). a new environment is created. The new environment contains all the

kernel patches up to the version you installed.

All kernel patches with higher kernel versions are removed. Live patching

kernels remain available as long as they are not the first in a series.

Switch to a New Kernel Version for Live Patching

Live Patching for a specific kernel version is only available for one year. After one year you must

update the kernel on your systems. Execute these environment changes:

Procedure: Switch to a New Kernel Version
1. Decide which kernel version to upgrade to. For example: 4.12.14-150.32.1
2. Create a new kernel version Filter.

3. Detach the previous filter Exclude kernel greater than 4.12.14-150.17.1 and attach the new
filter.

Click _ to rebuild the environment. The new environment contains all kernel patches up to
the new kernel version you selected. Systems using these channels have the kernel update
available for installation. You need to reboot systems after they have performed the upgrade. The
new kernel remains valid for one year. All packages installed during the year match the current
live patching kernel filter.

AppStream Filters

If you are using Red Hat Enterprise Linux 8 clients, you cannot perform package operations such
as installing or upgrading directly from modular repositories like the Red Hat Enterprise Linux
AppStream repository. You can use the AppStream filter to transform modular repositories into
regular repositories. It does this by keeping the packages in the repository and stripping away the
module metadata. The resulting repository can be used in SUSE Manager in the same way as a
regular repository.

The AppStream filter selects a single module stream to be included in the target repository. You
can add multiple filters to select multiple module streams.

If you do not use an AppStream filter in your CLM project, the module metadata in the modular
sources remains intact, and the target repositories contain the same module metadata. As long
as at least one AppStream filter is enable